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(57)【要約】
　実施形態は、医用画像をセグメント化するための方法
およびシステムを開示する。特定の実施形態では、シス
テムは、画像取得装置によって取得された複数の医用画
像を格納するように構成されたデータベースを含む。複
数の画像は、対象の少なくとも１つの第１の医用画像と
、対象の第２の医用画像とを含み、各第１の医用画像は
、第１の構造ラベルマップと関連付けられる。システム
は、少なくとも１つの第１の医用画像を第２の医用画像
に登録し、登録された第１の医用画像および対応する第
１の構造ラベルマップを使用して分類器モデルを決定し
、関連する第２の構造ラベルマップを決定するプロセッ
サをさらに含む。分類器モデルを用いて第２の医用画像
と比較する。
【選択図】図５
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【特許請求の範囲】
【請求項１】
　医用画像をセグメント化するためのシステムであって、
　前記システムは、
　画像取得装置により取得された複数の医用画像を記憶するデータベースであって、オブ
ジェクトの少なくとも１つの第１の医用画像と、前記オブジェクトの第２の医用画像とを
含み、各第１の医用画像が第１の構造ラベルマップに関連付けられたデータベースと、
　前記少なくとも１つの第１の医用画像を前記第２の医用画像に登録するステップと、登
録された第１の医用画像および前記対応する第１の構造ラベルマップを使用して分類器モ
デルを決定するステップと、前記分類器モデルを使用して前記第２の医用画像に関連する
第２の構造ラベルマップを決定するステップとを実行するように構成されたプロセッサと
　を含むことを特徴とするシステム。
【請求項２】
　請求項１記載のシステムにおいて、
　前記少なくとも１つの第１の医用画像は、前記オブジェクトの前日の画像の組を含む
　ことを特徴とするシステム。
【請求項３】
　請求項１記載のシステムにおいて、
　前記第２の医用画像は前記オブジェクトの現在の日の画像である
　ことを特徴とするシステム。
【請求項４】
　請求項１記載のシステムにおいて、
　前記第１の構造ラベルマップは、前記第１の医用画像について識別されたエキスパート
構造ラベルを含む
　ことを特徴とするシステム。
【請求項５】
　請求項１記載のシステムにおいて、
　前記プロセッサは、母集団訓練された分類器モデルを使用して前記第１の医用画像に対
する前記第１の構造ラベルマップを決定するステップを更に実行するように構成されてい
る
　ことを特徴とするシステム。
【請求項６】
　請求項１記載のシステムにおいて、
　前記プロセッサは、アトラスベースのセグメンテーション方法を使用して前記第２の医
用画像に前記第１の構造ラベルマップを登録するステップと、前記登録された第１の医用
画像と前記登録された第１の構造ラベルマップとを用いて、分類器モデルを決定するステ
ップとを更に実行するように構成されている
　ことを特徴とするシステム。
【請求項７】
　請求項１記載のシステムにおいて、
　前記分類器モデルはランダムフォレストモデルである
　ことを特徴とするシステム。
【請求項８】
　請求項１記載のシステムにおいて、
　前記分類器モデルは畳み込みニューラルネットワークモデルである。
ことを特徴とするシステム。
【請求項９】
　請求項１記載のシステムにおいて、
　前記プロセッサは、前記第２の医用画像内の少なくとも１つの特徴を識別するステップ
を更に実行するように構成されている
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　ことを特徴とするシステム。
【請求項１０】
　請求項９記載のシステムにおいて、
　前記少なくとも１つの特徴は、事前に訓練された畳み込みニューラルネットワークを使
用して計算される
　ことを特徴とするシステム。
【請求項１１】
　請求項１記載のシステムにおいて、
　前記少なくとも１つの第１の医用画像および前記第２の医用画像は、患者の一連の放射
線治療セッション中に取得される
　ことを特徴とするシステム。
【請求項１２】
　請求項１記載のシステムにおいて、
　前記プロセッサは、放射線療法治療の提供の前に前記第２の構造ラベルマップを決定す
るステップを実行するように構成されている
　ことを特徴とするシステム。
【請求項１３】
　医用画像をセグメント化するためのコンピュータ実装方法であって、
　前記方法は、少なくとも１つのプロセッサによって実行され、
　オブジェクトの少なくとも１つの第１の医用画像と、前記オブジェクトの第２の医用画
像とを、画像取得装置によって取得された複数の医用画像を記憶するように構成されたデ
ータベースから受信するステップであって、各第１の医用画像は、第１の構造ラベルマッ
プに関連付けられたステップと、
　前記少なくとも１つの第１の医用画像を前記第２の医用画像に登録するステップと、
　前記登録された第１の医用画像および前記対応する第１の構造ラベルマップを使用して
分類器モデルを決定するステップと、
　前記分類器モデルを使用して前記第２の医用画像に関連する第２の構造ラベルマップを
決定するステップ
　を含むことを特徴とする方法。
【請求項１４】
　請求項１３記載の方法において、
　前記少なくとも１つの第１の医用画像は、前記オブジェクトの前日の画像の組を含む
　ことを特徴とする方法。
【請求項１５】
　請求項１３記載の方法において、
　前記第２の医用画像は前記オブジェクトの現在の日の画像である
　ことを特徴とする方法。
【請求項１６】
　請求項１３記載の方法において、
　前記方法は、母集団訓練された分類器モデルを使用して前記第１の医用画像の前記第１
の構造ラベルマップを決定するステップを更に含む
　ことを特徴とする方法。
【請求項１７】
　請求項１３記載の方法において、
　前記第１の構造ラベルマップは、アトラスベースのセグメンテーション方法を使用して
前記第２の医用画像に登録される
　ことを特徴とする方法。
【請求項１８】
　請求項１３記載の方法において、
　前記方法は、前記第２の医用画像内の少なくとも１つの特徴を識別するステップと、前
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記少なくとも１つの特徴に前記分類器モデルを適用するステップを含む
　ことを特徴とする方法。
【請求項１９】
　請求項１３記載の方法において、
　前記第２の構造ラベルマップは、放射線療法治療の提供の前に決定される。
ことを特徴とする方法。
【請求項２０】
　プロセッサにより実行されたときに、前記プロセッサに、医用画像をセグメント化する
ための方法を実行させる命令を含む非一時的コンピュータ読取可能記憶媒体であって、
　前記方法は、
　オブジェクトの少なくとも１つの第１の医用画像と、前記オブジェクトの第２の医用画
像とを、画像取得装置によって取得された複数の医用画像を記憶するように構成されたデ
ータベースから受信するステップであって、各第１の医用画像は、第１の構造ラベルマッ
プに関連付けられたステップと、
　前記少なくとも１つの第１の医用画像を前記第２の医用画像に登録するステップと、
　前記登録された第１の医用画像および前記対応する第１の構造ラベルマップを使用して
分類器モデルを決定するステップと、
　前記分類器モデルを使用して前記第２の医用画像に関連する第２の構造ラベルマップを
決定するステップ
　を含むことを非一時的コンピュータ読取可能記憶媒体。
【発明の詳細な説明】
【技術分野】
【０００１】
　（関連出願との相互参照）
　［００１］
　本出願は、２０１６年１月２５日に提出された米国仮出願第６２／２８１，６５２号の
優先権の利益を主張し、その全内容は参照により本明細書に組み込まれる。
【０００２】
　（技術分野）
　［００２］
　本開示は、一般に、画像セグメンテーションに関する。より詳しくは、本開示は、患者
の次の画像のセグメンテーションを助けるために、患者の以前の画像情報を使用する、正
確な医用画像セグメンテーションのためのシステムおよび方法に関する。
【背景技術】
【０００３】
　［００３］
　画像セグメンテーション技術は、医用画像をセグメント化し、画像内の解剖学的構造間
の輪郭を決定するために広く使用されている。例えば、放射線療法では、輪郭形成時間を
短縮し、様々な病院にわたって輪郭の精度と一貫性を改善するために、臓器の自動セグメ
ンテーションが通常行われる。しかしながら、画像の自動セグメンテーションは、ノイズ
、限られた画像コントラストおよび／または低画質のために、いまだ非常に困難な作業で
ある。例えば、癌患者を治療するために使用され得るいくつかのコンピュータ断層撮影（
ＣＴ）画像またはコーンビームコンピュータ断層撮影（ＣＢＣＴ）画像などの、より低い
画質を有する医用画像は、ほとんどの軟部組織構造に対してより低いコントラストおよび
小さなテクスチャを有することが知られている。したがって、主として画像のコントラス
トに基づく従来の画像セグメンテーション方法は、背景と、関心のある解剖学的構造（例
えば臓器または腫瘍）との間、または医用画像内の異なる解剖学的構造の間の正確な輪郭
を見つけることができないことが多い。
【０００４】
　［００４］



(5) JP 2019-506208 A 2019.3.7

10

20

30

40

50

　医用画像セグメンテーションの主な２つの方法には、アトラスベースの自動セグメンテ
ーションと統計学習セグメンテーションとがある。アトラスベースの自動セグメンテーシ
ョン（ＡＢＡＳ）は、解剖学的標識画像を非標識画像に登録し、標識が画像（例えば、前
立腺、膀胱、直腸など）の解剖学的構造を識別するラベルを転送する。統計学的学習セグ
メンテーションは、画像内の解剖学的構造のボクセル特性に従って画像ボクセルを分類し
、ボクセル特性は、例えば、強度、テクスチャ特徴などを含む。
【０００５】
　［００５］
　図１は、典型的な前立腺癌患者からの例示的な３次元（３Ｄ）ＣＴ画像を示す。図１（
Ａ）は、患者の膀胱、前立腺および直腸を含む３Ｄビューの患者の骨盤領域を示す。図１
（Ｂ）、（Ｃ）および（Ｄ）は、この骨盤領域の３ＤＣＴ画像からの軸方向、矢状および
冠状の図である。図１（Ｂ）、（Ｃ）および（Ｄ）に示すように、患者の前立腺境界の大
部分は見えない。すなわち、前立腺を他の解剖学的構造から容易に区別することができず
、または前立腺の輪郭を決定することができない。これと比較して、図１（Ｅ）、（Ｆ）
および（Ｇ）は、同じ３ＤＣＴ画像上で予測される前立腺輪郭を示す。図１に示すように
、画像に提示されるコントラストおよびテクスチャのみに基づく従来の画像セグメンテー
ション方法は、この例示的な３ＤＣＴ画像をセグメント化するために使用された場合に失
敗する可能性が高い。
【０００６】
　［００６］
　近年、機械学習技術の発展により、低画質画像の画像セグメンテーションが改善されて
いる。例えば、教師付き学習アルゴリズムは、医用画像の各ピクセルまたはボクセルが表
す解剖学的構造を予測するようにコンピュータを「訓練」することができる。そのような
予測は、通常、ピクセルまたはボクセルの特徴を入力として使用する。したがって、セグ
メンテーションのパフォーマンスは、使用可能な特徴のタイプに大きく依存する。今日ま
で、ほとんどの学習ベースの画像セグメンテーション方法は、主に画像強度および画像テ
クスチャなどの局所画像特徴に基づいている。結果として、これらのセグメンテーション
方法は、図１に示す３ＤＣＴ画像のような低品質画像に対して依然として最適ではない。
【０００７】
　［００７］
　ＣＴ画像からの解剖学的構造の正確なセグメンテーションは、依然として困難な問題で
ある。同じ患者のセグメント化された連続画像は、適応計画のレビュー／再計画および線
量蓄積において特別な有用性を有する。連続画像は、集団のものとは異なる確率分布を必
ずサンプリングし、したがって、新しい連続画像のセグメンテーションを支援する情報を
提供すべきである。
【０００８】
　［００８］
　改善されたセグメンテーション精度を得るために、アトラスと統計的方法を組み合わせ
る方法もある。例えば、１つの方法は、そのオンライン学習と、位置適応型画像コンテキ
ストへの患者固有の分類を基づいている。位置適応分類器は、静的画像出現特徴および画
像コンテキスト特徴に関しても訓練される。このような方法は、放射線治療が進行するに
つれて患者の前立腺セグメンテーションを精緻化する目的を持って連続した前立腺画像に
用いられてきた。しかしながら、データは、ボクセルパッチ対の空間分布を特徴そのもの
として用い、さらにランダムフォレスト（ＲＦ）法を用いて、３次元データオブジェクト
として扱う必要がある。
【０００９】
　［００９］
　代替的に、別の方法は、頸部－子宮の連続ＣＴ画像のアトラスベースのセグメンテーシ
ョンの研究において、膀胱容積メトリックとランドマーク位置とを従来の変形可能な位置
合わせと組み合わせることを提案する。しかしながら、この方法は、高価であり、ランド
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マークの使用は人間の介入を必要とするので、エラーを起こしやすい。
【００１０】
　［０１０］
　さらに、別の方法は、脳組織セグメンテーション（半監督学習モードで）のためのラン
ダムフォレストを使用し、決定フォレストが解剖学的標識された手術前画像および同じ患
者の非標識術後画像について訓練されるものである。しかし、このアプローチは登録ステ
ップがないので、したがってアトラスベースの登録で有用な情報を活用することができな
い。
【００１１】
　［０１１］
　さらに、ランダムフォレストのセグメンテーションと画像の登録が組み合わされて画像
セグメンテーションを実行する。これにより、患者間のセグメンテーションが可能になり
、「アトラスフォレスト」のメカニズムを通じて、複数の患者の画像が共通の座標フレー
ムに登録され、フォレストモデルに対して１つの画像が登録される。しかしながら、この
方法は、得られるモデルを提供するために、訓練データの異なる構成を必要とする。
【００１２】
　［０１２］
　さらに、変形可能レジストレーションとランダムフォレストとを組み合わせた方法を用
いて、歯のコーンビームＣＴ画像から顔面および歯の骨をセグメンテーションする。患者
画像は、セグメンテーションの初期予測または推定のためにアトラスに登録される。これ
には、シーケンスの各段階で訓練される特徴の一部としてコンテキスト特徴を使用する一
連のランダムフォレスト分類器が続く。しかし、この方法には、同じ患者の以前の画像に
基づいてランダムフォレストモデルを形成するために、変形可能な位置合わせおよびラン
ダムフォレスト分類器を使用する必要がある。
【００１３】
　［０１３］
　開示された方法およびシステムは、放射線治療または関連分野における医用画像のセグ
メンテーション性能を改善するために、アトラスベースのセグメンテーションおよび統計
学的学習を組み合わせ、患者内画像および構造情報と母集団を組み合わせ、患者セグメン
テーションモデルの便利な更新を可能にすることによって、上述したひとつ又はそれ以上
の問題を解決するように設計されている。
【発明の概要】
【００１４】
　［０１４］
　本開示の特定の実施形態は、医用画像をセグメント化するためのシステムに関する。シ
ステムは、画像取得装置によって取得された複数の医用画像を格納するように構成された
データベースを含むことができる。複数の医用画像は、オブジェクトの少なくとも１つの
第１の医用画像と、オブジェクトの第２の医用画像とを含み、各第１の医用画像は、第１
の構造ラベルマップに関連付けられる。システムは、少なくとも１つの第１の医用画像を
第２の医用画像に登録し、登録された第１の医用画像および対応する第１の構造ラベルマ
ップを使用して分類器モデルを決定し、前記分類器モデルを使用して前記第２の医用画像
に関連付けられる、第２の構造ラベルマップを決定するプロセッサをさらに含むことがで
きる。
【００１５】
　［０１５］
　本開示の特定の実施形態は、医用画像をセグメント化するためのコンピュータ実装方法
に関する。この方法は、少なくとも１つのプロセッサによって実行される動作を含むこと
ができる。この動作は、画像取得装置によって取得された複数の医用画像を格納するよう
に構成されたデータベースから、第１の構造ラベルマップに関連する、対象の少なくとも
１つの第１の医用画像および対象の第２の医用画像を受信することを含むことができる。
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この動作は、少なくとも１つの第１の医用画像を第２の医用画像に登録すること、登録さ
れた第１の医用画像および対応する第１の構造ラベルマップを使用して分類器モデルを決
定すること、分類器モデルを使用して第２の医用画像に関連する第２の構造ラベルマップ
を決定することを含むことができる。
【００１６】
　［０１６］
　本開示のいくつかの実施形態は、少なくとも１つのプロセッサによって実行可能なとき
に、少なくとも１つのプロセッサに医用画像をセグメント化する方法を実行させる命令を
含む、非一時的なコンピュータ可読媒体に関する。この方法は、画像取得装置によって取
得された複数の医用画像を格納するように構成されたデータベースから、第１の構造ラベ
ルマップに関連する、対象の少なくとも１つの第１の医用画像および対象の第２の医用画
像を受信することを含むことができる。この方法は、少なくとも１つの第１の医用画像を
第２の医用画像に登録すること、登録された第１の医用画像および対応する第１の構造ラ
ベルマップを使用して分類器モデルを決定すること、分類器モデルを使用して第２の医用
画像に関連する第２の構造ラベルマップを決定することを含むことができる。
【００１７】
　［０１７］
　本開示のさらなる特徴および利点は、以下の説明に部分的に記載され、部分的には説明
から明らかになり、または本開示の実施によって習得することができる。本開示の特徴お
よび利点は、添付の特許請求の範囲における要素および組み合わせによって実現され、達
成される。
【００１８】
　［０１８］
　前述の一般的な説明および以下の詳細な説明は例示的で説明的なものに過ぎず、特許請
求の範囲に記載された本発明を限定するものではないことを理解されたい。
【図面の簡単な説明】
【００１９】
　［０１９］
　添付の図面は、本明細書の一部を構成し、いくつかの実施形態を説明と共に示し、開示
された原理を説明する役割を果たす。
【００２０】
　［０２０］
【図１】図１は、典型的な前立腺癌患者からの例示的な三次元ＣＴ画像を示す図である。
【００２１】
　［０２１］
【図２Ａ】図２Ａは、本開示のいくつかの実施形態による例示的な放射線治療システム１
００を示すブロック図である。
【００２２】
　［０２２］
【図２Ｂ】図２Ｂは、本開示のいくつかの実施形態による例示的な画像誘導放射線治療装
置を示す図である。
【００２３】
　［０２３］
【図３】図３は、本開示のいくつかの実施形態による例示的な画像セグメンテーションシ
ステムを示す図である。
【００２４】
　［０２４］
【図４】図４は、本開示のいくつかの実施形態による例示的な医用画像処理装置を示す図
である。
【００２５】
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　［０２５］
【図５】図５は、本開示のいくつかの実施形態による例示的な画像セグメンテーションプ
ロセスを示すフローチャートである。
【００２６】
　［０２６］
【図６】図６は、本開示のいくつかの実施形態による、例示的な訓練方法を示すフローチ
ャートである。
【発明の詳細な説明】
【００２７】
　［０２７］
　開示された原理の実施例および特徴が本明細書に記載されているが、開示された実施形
態の精神および範囲から逸脱することなく、修正、適応および他の実施が可能である。ま
た、「備える（comprising）」、「有する（having）」、「含む（containing）」、およ
び「含む（including）」という言葉および他の同様の形態は、意味が等価であるように
意図され、これらのいずれか１つに続く項目単語は、項目または項目の網羅的なリストを
意味するものではなく、また、リストされた項目または項目のみに限定されることを意味
するものではない。単数形「ａ」、「ａｎ」および「ｔｈｅ」は、文脈上他に明確に指示
されていない限り、複数の参照を含むことが意図される。
【００２８】
　［０２８］
　本開示によるシステムおよび方法は、同じ対象の以前の画像に基づいて導出されたマッ
ピングされたアトラスを使用して訓練された学習アルゴリズムを使用して、対象の医用画
像をセグメント化することに関する。具体的には、本開示の実施形態は、前日の画像およ
びその構造について学習された患者固有のＲＦモデルを組み込んだ、連続ＣＴ画像のアト
ラスベースの自動セグメンテーション（ＡＢＡＳ）およびランダムフォレスト（ＲＦ）セ
グメンテーションの様々な組合せを提供する。
【００２９】
　［０２９］
　本明細書で使用する「学習アルゴリズム」は、既存の情報または知識に基づいてモデル
またはパターンを学習することができる任意のアルゴリズムを指す。学習されたモデルま
たはパターンは、新しい情報または知識の入力を使用して出力を予測または推定するため
に使用することができる。例えば、学習アルゴリズムは、機械学習アルゴリズムまたは任
意の他の適切な学習アルゴリズムであってもよい。いくつかの実施形態では、ＳＶＭ（Su
pport Vector Machine）、Ａｄａｂｏｏｓｔ／Ｌｏｇｉｔｂｏｏｓｔ、ランダムフォレス
ト、およびニューラルネットワーク（例えば、畳み込みニューラルネットワーク）などの
監視学習アルゴリズムを使用することができる。いくつかの他の実施形態では、半教師付
き学習アルゴリズムを使用することもできる。
【００３０】
　［０３０］
　教師付き学習は、学習データのセットを与えられた予測モデルを推定する機械学習の枝
である。訓練データの各個々のサンプルは、データベクトル（一連の測定値など）および
所望の出力値を含むペアである。監視学習アルゴリズムは、訓練データを分析し、予測関
数を生成する。予測関数は、異なるグループを識別するラベルのリストなど、出力が離散
的である場合に、分類器または分類器モデルと呼ばれます。いったん訓練によって得られ
た予測関数は、有効な入力に対する正しい出力値を予測することができる。
【００３１】
　［０３１］
　開示された実施形態によれば、画像セグメンテーションは、医療画像の各画像点を解剖
学的構造の１つに分類する学習ベースの分類関数として定式化することができる。本明細
書で使用される「画像点」は、基礎をなすオブジェクト内の物理的な点に対応するデジタ
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ル画像内の画像要素を指す。例えば、画像点は、２Ｄ画像内のピクセルまたは３Ｄ画像内
のボクセルである。
【００３２】
　［０３２］
　開示された実施形態によれば、画像セグメンテーションは、画像点ではなく画像ブロッ
クを分類することもできる。本明細書で使用される場合、「画像ブロック」は、一緒に分
類されるべき画像点のグループである。例えば、画像ブロックは、２Ｄ画像内のスーパー
ピクセル、または３Ｄ画像内のスーパーボクセルであってもよい。画像ブロック内の画像
点が同じ解剖学的構造に属することが分かっている場合、画像ブロックに基づいて分類す
る方がより効率的かつ正確である可能性がある。したがって、用語「画像点」が本開示を
通して使用されるときはいつでも、それは、上記で定義されるような基本「画像点」およ
び「画像ブロック」の両方をカバーすることを意図する。
【００３３】
　［０３３］
開示されたシステムおよび方法は、画像の推定構造ラベルマップを提供する。ラベルマッ
プは、対応する画像点を特定の関心構造内にあるものとして識別する構造ラベルのマップ
を参照する。あるいは、この開示によれば、ラベルマップは、構造に属する画像点の確率
をそれぞれ表す構造ラベルを含む確率マップであってもよい。例えば、複数の構造を含む
画像を分割する場合、画像点の構造ラベルは、考慮中の構造のそれぞれに画像点がどの程
度含まれる可能性があるかを示す確率値のセットを提供することができる。
【００３４】
　［０３４］
　開示された実施形態によれば、分類器は訓練画像のセットを使用して訓練される。本明
細書で使用される「訓練画像」は、画像点が既に分類されラベル付けされている画像であ
る。例えば、訓練画像はアトラスであってもよい。本明細書において一貫して使用される
ように、「アトラス」は、画像点および画像点がどの構造に属しているかを示す対応する
構造描写（注釈）を含む。アトラス内の画像（アトラス画像とも呼ばれる）は、より早い
時間に撮影された対象患者の以前の画像とすることができる。構造の描写は、例えば、構
造ラベルマップ、構造体表面、または構造輪郭として表すことができる。以下の説明では
、構造図の例としてラベルマップを使用し、構造体サーフェスや等高線のシナリオにも同
様に適用される。
【００３５】
　［０３５］
　開示された実施形態によれば、訓練プロセスは、アトラス画像から抽出された特徴およ
び対応する構造描写を使用して分類器を訓練する。以下でより詳細に説明するプロセスを
使用して適切に訓練されると、そのようなアルゴリズムを使用して新しい画像を分割する
ことができる。
【００３６】
　［０３６］
　開示された実施形態によれば、訓練プロセスで使用されるアトラスは、セグメント化さ
れる新しい画像と同じ対象の先行する画像から導き出されてもよい。このような訓練画像
とセグメント化される新しい画像との間の類似性は、セグメント化の精度および効率を改
善することができる。いくつかの実施形態では、分類器を訓練するために使用されるアト
ラスは、事前に訓練された分類器を使用して以前の画像をセグメント化することによって
得ることができる。いくつかの実施形態では、使用されるアトラスは、現在の画像に登録
されてもよい。
【００３７】
　［０３７］
　開示された実施形態によれば、放射線療法の過程で得られた患者内画像が使用される。
患者内画像は、典型的には、所定の治療に対する患者の応答をチェックするために画像間



(10) JP 2019-506208 A 2019.3.7

10

20

30

40

50

の１日以上で取得される。患者の先行する画像情報を用いて同じ患者の解剖学的構造の連
続画像の解剖学的構造を描写することは、後続画像のセグメント化を助ける。適応治療計
画の評価／再計画と線量蓄積のためには、正確な連続画像セグメンテーションが前提条件
である。
【００３８】
　［０３８］
　開示された実施形態によれば、連続ＣＴ画像のアトラスベースの自動セグメンテーショ
ン（ＡＢＡＳ）および統計学的学習（ＳＬ：Statistical Learning）セグメンテーション
の組み合わせは、適応計画中および用量蓄積の決定中に同じ患者のセグメント化された連
続画像を改善し得る。この組み合わせはまた、予測精度を高め、したがって画像セグメン
テーションの品質を改善することができる。さらに、統計モデルを形成するために後日の
画像に変形可能に登録された先行日の画像および構造の使用は、未登録画像に基づくモデ
ルよりも正確なセグメント化を提供することができる。
【００３９】
　［０３９］
　アトラスベースのセグメンテーションは、そのボクセル（アトラス）に付けられた解剖
学的ラベルがターゲット画像に登録された後、対応するターゲットボクセルにアトラスラ
ベルを割り当てる。統計的学習は、ラベルが特徴空間の領域に関連付けられている分類器
プログラムを使用して、ターゲットボクセルラベルを割り当てる。特徴は、ボクセル強度
、外観（局所的変動測定）、および画像の構造的特性を含む。ラベル－特徴の関連付けは
、分類された画像について分類プログラムを訓練することによって学習される。
【００４０】
　［０４０］
　一実施形態では、使用される統計的学習方法は、ランダムフォレスト（ＲＦ）方法であ
る。ランダムフォレストとは、決定木のセットである。訓練データ（ボクセルパッチのボ
クセル平均強度、およびインデックスボクセルの周りにランダムに配置されたパッチのペ
アなど）のランダムサンプル、およびデータに埋め込まれた変数のランダムな選択から始
めて、このメソッドは、サンプルをラベルカテゴリに分類し、データサンプルを分割し、
次にスプリットデータを、最良の分割が見つかるノードの次のペアまで追跡する。一実施
形態では、この方法は、最大ツリー深度で終了するまで、または最小サンプルサイズに達
するまで再帰的に実行される。ターミナルツリーノード（例えば、リーフ）は、ラベル割
り当てを提供する。このように訓練されたツリーは、新しい特徴データがツリーのノード
を介して処理されるときに分類を実行する。複数のツリーは、分類器の識別力を高める。
ランダムフォレスト分類器はオーバーフィッティング（過学習、過剰適合）に抵抗し、効
率的なイメージセグメンテーションに使用できる。前日の画像およびその構造について学
んだ患者固有のＲＦモデルを組み込んだセグメンテーション手法は、集団モデルを単独で
使用する方法よりも正確なセグメンテーションを提供する。
【００４１】
　［０４１］
　アトラスベースの自動セグメンテーション（ＡＢＡＳ）とランダムフォレスト（ＲＦ）
セグメンテーションとの組み合わせは、本開示による例示的な組み合わせとして使用され
るが、他の統計的学習アルゴリズムおよびアトラスベースの自動セグメンテーション（Ａ
ＢＡＳ）との様々な組み合わせが考慮される。さらに、Ｘ線、ＣＴ、ＣＢＣＴ、螺旋ＣＴ
、磁気共鳴イメージング（ＭＲＩ）、超音波（ＵＳ）、ポジトロン断層法（ＰＥＴ）単一
フォトン放射断層撮影装置（ＳＰＥＣＴ）、および光学イメージングを含むが、これらに
限定されない。さらに、開示された画像セグメンテーションシステムおよび方法は、２Ｄ
画像および３Ｄ画像の両方をセグメント化するように適合させることができる。
【００４２】
　［０４２］
　以下、添付図面を参照して例示的な実施形態を説明する。便宜上、同じ参照番号は、図
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面全体にわたって同じまたは同様の部分を指すために使用される。
【００４３】
　［０４３］
　図２Ａは、本開示のいくつかの実施形態による例示的な放射線治療システム１００を示
すブロック図である。放射線療法システム１００は、ＩＧＲＴシステムであってもよい。
図２Ａに示すように、放射線治療システム１００は、制御コンソール１１０と、データベ
ース１２０と、放射線治療装置１３０と、画像取得装置１４０とを含むことができる。い
くつかの実施形態では、図２Ａの破線のボックス１５０によって示されるように、放射線
治療装置１３０および画像取得装置１４０は、単一の画像ガイド放射線治療装置１５０に
統合されてもよい。いくつかの実施形態では、放射線治療装置１３０および画像取得装置
１４０は、別々の装置であってもよい。いくつかの実施形態では、図２Ａの放射線治療装
置１３０と画像取得装置１４０との間に点線で示すように、放射線治療装置１３０および
画像取得装置１４０を互いに物理的にまたは通信可能に接続することができる。
【００４４】
　［０４４］
　制御コンソール１１０は、放射線治療装置１３０および画像取得装置１４０を制御し、
および／または治療計画、処置実行、画像取得、画像処理、動作追跡、動作管理、または
他のタスクなどの機能または動作を実行するためのハードウェアおよびソフトウェア構成
要素を含むことができる。放射線療法のプロセスに関与している。制御コンソール１１０
のハードウェアコンポーネントは、１つ以上のコンピュータ（例えば、汎用コンピュータ
、ワークステーション、サーバ、端末、ポータブル／モバイルデバイスなど）；プロセッ
サデバイス（例えば、中央演算処理装置（ＣＰＵ）、グラフィックス処理ユニット、マイ
クロプロセッサ、デジタルシグナルプロセッサ（ＤＳＰ）、フィールドプログラマブルゲ
ートアレイ（ＦＰＧＡ）、特殊目的または特別設計されたプロセッサなど）；メモリ／記
憶装置（例えば、読出専用メモリ（ＲＯＭ）、ランダムアクセスメモリ（ＲＡＭ）、フラ
ッシュメモリ、ハードドライブ、光ディスク、ソリッドステートドライブ（ＳＳＤ）など
）；入力デバイス（例えば、キーボード、マウス、タッチスクリーン、マイク、ボタン、
ノブ、トラックボール、レバー、ハンドル、ジョイスティックなど）；出力デバイス（例
えば、ディスプレイ、プリンタ、スピーカ、振動装置など）または他の適合したハードウ
ェアを含むことができる。制御コンソール１１０のソフトウェアコンポーネントは、オペ
レーションシステムソフトウェア、アプリケーションソフトウェアなどを含むことができ
る。例えば、図２Ａに示すように、制御コンソール１１０は、制御コンソール１１０のメ
モリ／記憶装置に格納される治療計画／配信ソフトウェア１１５を含むことができる。ソ
フトウェア１１５は、以下に詳細に説明するプロセスを実行するためのコンピュータ可読
および実行可能コードまたは命令を含むことができる。例えば、制御コンソール１１０の
プロセッサ装置は、コードまたは命令にアクセスして実行するためにソフトウェア１１５
を記憶するメモリ／記憶装置に通信可能に接続され得る。コードまたは命令の実行は、開
示された実施形態と一致する１つまたは複数の機能を達成するために、プロセッサ装置に
動作を実行させることができる。
【００４５】
　［０４５］
　制御コンソール１１０は、データベース１２０に通信可能に接続され、データにアクセ
スすることができる。いくつかの実施形態では、データベース１２０は、制御コンソール
１１０の近傍にある１つまたは複数のハードドライブ、光ディスク、および／またはサー
バなどのローカルハードウェアデバイスを使用するように実装することができる。いくつ
かの実施形態では、データベース１２０は、制御コンソール１１０に関して遠隔に配置さ
れたデータセンターまたはサーバに実装されてもよい。制御コンソール１１０は、有線ま
たは無線通信を介してデータベース１２０に格納されたデータにアクセスすることができ
る。
【００４６】
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　［０４６］
　データベース１２０は、患者データ１２２を含むことができる。患者データは、（１）
患者の解剖学的領域、臓器、または関心領域のセグメンテーションデータ（例えば、ＭＲ
Ｉ、ＣＴ、Ｘ線、ＰＥＴ、ＳＰＥＣＴなど）に関連する画像データ；（２）機能的器官モ
デリングデータ（例えば、直列対並列器官、および適切な用量応答モデル）；（３）放射
線量データ（例えば、線量－体積ヒストグラム（ＤＶＨ）情報を含むことができる）；ま
たは（４）患者または治療経過に関する他の臨床情報のような情報を含むことができる。
【００４７】
　［０４７］
　データベース１２０は、マシンデータ１２４を含むことができる。マシンデータ１２４
は、放射線治療装置１３０、画像取得装置１４０、または放射線ビームサイズ、アーク配
置、オン／オフ時間期間、放射線治療計画データ、マルチリーフコリメータ（ＭＬＣ）構
成、ＭＲＩパルスシーケンスなどのような放射線療法に関連する他の機械に関連する情報
を含むことができる。
【００４８】
　［０４８］
　画像取得装置１４０は、患者の医用画像を提供することができる。例えば、画像取得装
置１４０は、ＭＲＩ画像（例えば、２Ｄ（２次元）ＭＲＩ、３Ｄ（３次元）ＭＲＩ、２Ｄ
（２次元）ングＭＲＩ、４Ｄ（４次元）容積ＭＲＩ、４Ｄ（４次元）ｃｉｎｅＭＲＩ）；
コンピュータ断層撮影（ＣＴ）画像；コーンビームＣＴ画像；陽電子放射断層撮影（ＰＥ
Ｔ）画像；機能的ＭＲＩ画像（例えば、ｆＭＲＩ、ＤＣＥ－ＭＲＩ、拡散ＭＲＩ）；Ｘ線
画像；透視画像；超音波画像；放射線治療ポータル画像；シングルフォトエミッションコ
ンピュータ断層撮影（ＳＰＥＣＴ）画像；等のひとつまたはそれ以上を提供することがで
きる。したがって、画像取得装置１４０は、ＭＲＩ画像化装置、ＣＴ画像化装置、ＰＥＴ
画像化装置、超音波画像化装置、蛍光透視装置、ＳＰＥＣＴ画像化装置、または患者の医
用画像を取得するための他の医療装置を含むことができる。
【００４９】
　［０４９］
　放射線治療装置１３０は、Ｌｅｋｓｅｌｌガンマナイフ、線形加速器またはＬＩＮＡＣ
、または、制御可能な方法で患者の解剖学的関心領域に放射線を送達することができる他
の適切な装置を含むことができる。
【００５０】
　［０５０］
　図２Ｂは、開示された実施形態と一致する例示的な画像ガイド放射線治療システム２０
０を示す。いくつかの実施形態によれば、開示された画像セグメンテーションシステムは
、図２Ａを参照して説明したような放射線療法システムの一部であってもよい。図示され
ているように、システム２００は、カウチ２１０、画像取得装置２２０、および放射線送
達装置２３０を含むことができる。システム２００は、放射線治療計画に従って患者に放
射線治療を行う。
【００５１】
　［０５１］
　カウチ２１０は、治療セッション中に患者（図示せず）を支持することができる。いく
つかの実施態様では、カウチ２１０は、カウチ２１０上に置かれた患者をシステム２００
内および／または外に動かすことができるように、水平移動軸（「Ｉ」と表示されている
）に沿って移動することができる。また、カウチ２１０は、並進軸を横切る中心垂直回転
軸の周りを回転してもよい。このような移動または回転を可能にするために、カウチ２１
０は、寝台が様々な方向に移動し、様々な軸に沿って回転することを可能にするモータ（
図示せず）を有することができる。コントローラ（図示せず）は、治療計画に従って患者
を適切に配置するために、これらの動きまたは回転を制御することができる。
【００５２】
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　［０５２］
　いくつかの実施形態では、画像取得装置２２０は、治療セッションの前、最中および／
または後に患者の２Ｄ（２次元）または３Ｄ（３次元）ＭＲＩ画像を取得するために使用
されるＭＲＩ装置を含むことができる。画像取得装置２２０は、磁気共鳴撮像のための主
磁場を生成するための磁石２２１を含むことができる。磁石２２１の動作によって生成さ
れる磁力線は、中心平行移動軸Ｉに実質的に平行であってもよい。磁石２２１は、並進軸
Ｉに平行に延びる軸を有する１つ以上のコイルを含むことができる。いくつかの実施形態
では、磁石２２１の１つ以上のコイルは、磁石２２１の中央窓２２３にコイルがないよう
に離間されていてもよい。他の実施形態では、磁石２２１のコイルは、放射線治療装置２
３０によって生成された波長の放射線に対して実質的に透明であるように、十分に薄いか
、または密度が低減されてもよい。画像取得装置２２０は、また磁石２２１の外側の磁場
を相殺または低減するために、磁石２２１の外側にほぼ等しい大きさおよび反対極性の磁
場を生成することができる１つまたは複数の遮蔽コイルを含むことができる。以下に説明
するように、放射線治療装置２３０の放射線源２３１は、磁界が打ち消される領域、少な
くとも第１の順番に減少される領域に配置されてもよい。
【００５３】
　［０５３］
　画像取得装置２２０は、また主磁場に重畳される勾配磁場を生成することができる２つ
の勾配コイル２２５，２２６を含むことができる。コイル２２５，２２６は、その位置を
決定することができるように陽子の空間符号化を可能にする合成磁界に勾配を生成するこ
とができる。勾配コイル２２５，２２６は、磁石２２１と共通の中心軸の周りに配置され
、その中心軸に沿って変位することができる。変位により、コイル２２５とコイル２２６
との間にギャップすなわち窓が形成されることがある。磁石２２１がコイル間の中央ウィ
ンドウ２２３を含む実施形態では、２つのウィンドウが互いに位置合わせされる。いくつ
かの実施形態では、画像取得装置２２０は、Ｘ線、ＣＴ、ＣＢＣＴ、螺旋ＣＴ、ＰＥＴ、
ＳＰＥＣＴ、光学断層撮影、蛍光画像化、超音波イメージング、または放射線治療のポー
タルイメージングデバイスなどのＭＲＩ以外のイメージング装置であってもよい。
【００５４】
　［０５４］
　放射線治療装置２３０は、Ｘ線源または線形加速器などの放射線源２３１と、マルチリ
ーフコリメータ（ＭＬＣ）２３３とを含むことができる。放射線治療装置２３０は、シャ
ーシ２３５に取り付けられてもよい。カウチ２１０が治療領域に挿入されると、１つまた
は複数のシャーシモータ（図示せず）が、カウチ２１０の周りでシャーシ２３５を回転さ
せることができる。一実施形態では、カウチ２１０が治療領域に挿入されると、シャーシ
２３５はカウチ２１０の周りで連続的に回転可能である。シャーシ２３５は、好ましくは
、放射線源２３１に対向して配置され、放射線源２３１と検出器との間にシャーシ３３５
の回転軸が配置された、取り付けられた放射線検出器（図示せず）を有してもよい。さら
に、放射線治療装置２３０は、例えば、カウチ２１０、画像取得装置２２０、および放射
線治療装置２３０のうちの１つまたは複数を制御するために使用される制御回路（図示せ
ず）を含むことができる。放射線治療装置２３０の制御回路は、システム２００内に一体
化されていてもよいし、システム２００から離れていてもよい。
【００５５】
　［０５５］
　放射線療法の治療セッションの間に、患者はソファー２１０上に配置される。次いで、
システム２００は、磁気コイル２２１，２２５，２２６、およびシャーシ２３５によって
画定された治療領域に寝台３１０を移動させる。次に、制御コンソール２４０は、放射線
治療計画に従ってコイル２２５と２２６の間の窓を通して患者に放射線を送達するように
、放射線源２３１、ＭＬＣ２３３、およびシャーシモータを制御する。
【００５６】
　［０５６］
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　図３は、本開示のいくつかの実施形態による医用画像をセグメント化するための例示的
な画像セグメンテーションシステム３００を示す。画像セグメンテーションシステム３０
０は、医用画像データベース３０１、分類器訓練ユニット３０２、構造分類ユニット３０
３、およびネットワーク３０５を含むことができる。いくつかの実施形態では、画像セグ
メンテーションシステム３００は、図３に示されたコンポーネントをおおよそ含むことが
できる。例えば、解剖学的分類器が予め訓練されて提供される場合、画像分類システム３
００は、構造分類ユニット３０３、医用画像データベース３０１のみを含み、任意にネッ
トワーク３０５を含むことができる。
【００５７】
　［０５７］
　いくつかの実施形態では、画像セグメンテーションシステム３００の様々なコンポーネ
ントは、互いに遠隔に位置し、ネットワーク３０５を介して接続されてもよい。いくつか
の代替の実施形態では、画像セグメンテーションシステム３００の特定の構成要素は、同
一のサイトまたは１つの装置の内部に配置されてもよい。例えば、医用画像データベース
３０１は、分類器訓練ユニット３０２を備えた現場に配置されてもよく、または分類器訓
練ユニット３０２の一部であってもよい。別の例として、分類器訓練ユニット３０２およ
び構造分類ユニット３０３は、同じコンピュータまたは処理装置の内部にあってもよい。
【００５８】
　［０５８］
　画像セグメンテーションシステム３００は、医用画像データベース３０１に記憶された
連続的な患者内ＣＴ画像をセグメント化するために使用されてもよい。本開示によれば、
「連続画像」は、患者の一連の放射線治療セッション中に取得された画像であってもよい
。連続放射線治療セッションは、患者の放射線治療計画に従って、設定された頻度（例え
ば、毎日、毎週など）または離散的な時点で実行されてもよい。シリアル画像は、現在の
画像および以前の画像を含むことができる。いくつかの実施形態では、「現在の画像」は
、患者の今日の医療画像、例えば、現在の日に発生した患者の治療セッション中に撮影さ
れた画像であってもよい。図３に示すように、分類器学習ユニット３０２は、医用画像デ
ータベース３０１と通信して、同じ患者の１つ以上の「先行画像」を受信することができ
る。「先行画像」は、同じ患者の治療セッション中に撮影されたが、前日に発生した画像
であってもよい。医用画像データベース３０１に格納された先行画像は、以前の放射線治
療処理セッションの画像を含む医用画像データベースから取得することができる。
【００５９】
　［０５９］
　いくつかの実施形態では、先行画像は予めセグメント化することができる。例えば、以
前の画像は、画像セグメンテーションシステム３００によって自動的に、またはユーザ３
１３によって手動でセグメント化することができる。ユーザ３１３は、先行画像に関連す
るエキスパート構造ラベルマップを提供するエキスパート、例えば、医学的画像における
解剖学的構造に精通した放射線科医または別の医師であってもよい。その場合、従来の画
像およびそれらの対応する構造ラベルマップは、構造分類器を訓練するために分類器訓練
ユニット３０２によって容易に使用できるアトラスになる。
【００６０】
　［０６０］
　前の画像が予めセグメント化されていない場合、セグメント化のために構造分類ユニッ
ト３０３に送られてもよい。いくつかの実施形態では、構造分類ユニット３０３は、最新
の訓練された分類器を使用して、以前の画像をセグメント化してもよいし、セグメント化
のために以前に訓練された分類器を併合してもよい。構造分類ユニット３０３は、各先行
画像について構造ラベルマップを提供することができる。次に、構造分類ユニット３０３
は、訓練画像として分類器訓練ユニット３０２に、それらの対応する構造ラベルマップと
共に先行画像からなるアトラスを提供することができる。
【００６１】
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　［０６１］
　分類器訓練ユニット３０２は、医用画像データベース３０１から受け取った訓練画像を
使用して、学習アルゴリズムを使用して構造分類器を生成することができる。図３に示す
ように、分類器訓練ユニット３０２は、アトラス登録モジュール３２１、特徴抽出モジュ
ール３２２、および訓練モジュール３２３を含むことができる。分類器訓練ユニット３０
２は、医療画像データベース３０１、ネットワーク３０５、および／またはユーザ３１２
と通信するための入力および出力インターフェース（図示せず）をさらに含むことができ
る。いくつかの実施形態によれば、分類器訓練ユニット３０２は、解剖学的分類器訓練プ
ロセスを実行するソフトウェアによって特別にプログラムされたハードウェア（例えば、
図４に開示されるようなもの）で実施されてもよい。
【００６２】
　［０６２］
　アトラス登録モジュール３２１は、現在の画像に以前の画像を登録することができる。
イメージ登録は、異なるデータセットを１つの座標系に変換するプロセスです。典型的な
画像レジストレーションアルゴリズムは、強度ベースまたは特徴ベース、またはその２つ
の組み合わせである。特に、特徴ベースの方法は、点、線、および輪郭などの画像特徴間
の対応関係を見つける。いくつかの実施形態では、登録プロセスは、アトラス画像の画像
点を現在の画像の画像点にマッピングすることを含むことができる。いくつかの代替の実
施形態では、登録プロセスは、アトラス画像および現在の画像の両方を基準画像にマッピ
ングすることを含むことができる。これらの実施形態では、基準画像は、例えば、平均ア
トラス画像または共通テンプレート画像とすることができる。したがって、アトラス画像
は、現在の画像に「間接的に」マッピングされる。線形レジストレーション、オブジェク
ト駆動「ポリスムース」非線形レジストレーション、または形状に制約のある高密度変形
可能レジストレーションのいずれかの１つまたは組み合わせなど、様々な画像レジストレ
ーション方法を使用することができる。画像登録を実行することにより、各アトラスにつ
いてアトラス画像から基準画像への画像変換が計算される。
【００６３】
　［０６３］
　アトラス登録モジュール３２１は、アトラスの対応する画像変換を使用して、各アトラ
スの描写（例えば、構造ラベル）を基準画像の空間にさらにマップすることができる。マ
ッピングされた構造ラベルは、対応するアトラスからの現在のイメージの独立した分類デ
ータ、すなわち独立したセグメンテーション結果を表す。
【００６４】
　［０６４］
　マップされたアトラス画像および対応するマップされた構造ラベルは、「登録されたア
トラス」とも呼ばれる、マップされたアトラスを構成する。いくつかの実施形態では、分
類器訓練ユニット３０２は、マッピングされたアトラスを使用して、現在の画像をセグメ
ント化するための構造分類器を訓練することができる。あるいは、分類器訓練ユニット３
０２は、訓練のためのエキスパート構造ラベルマップと共に、マッピングされたアトラス
画像を使用してもよい。
【００６５】
　［０６５］
　特徴抽出モジュール３２２は、選択された各画像点について、画像強度、画像テクスチ
ャ、画像パッチ、および輝度プロファイルの曲率などの１つまたは複数の特徴を決定およ
び導出することができる。この特徴抽出プロセスは、訓練画像内のすべての画像点が選択
されて処理されるまで、訓練画像内の選択された画像点のセットに対して繰り返され得る
。
【００６６】
　［０６６］
　訓練モジュール３２３は、分類器を訓練するために、選択された画像点を訓練データと
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して使用することができる。いくつかの実施形態では、訓練は、教師付き機械学習アルゴ
リズムなどの学習アルゴリズムに基づいてもよい。例えば、ＳＶＭ（ＳｕｐｐｏｒｔＶｅ
ｃｔｏｒＭａｃｈｉｎｅ）、Ａｄａｂｏｏｓｔ／Ｌｏｇｉｔｂｏｏｓｔ、ランダムフォレ
スト、ニューラルネットワークなどの学習アルゴリズムを使用することができる。分類器
は、訓練画像内の特定の画像点の特徴がモデルに入力されると、画像点の所定の構造ラベ
ルに一致する解剖学的構造の予測を出力するように訓練される。多数の訓練画像から多数
の画像点を用いて訓練された後、分類器は、任意の新しい画像における分類されていない
画像点の解剖学的構造を予測するのに十分な能力を有するようになる。
【００６７】
　［０６７］
　構造分類ユニット３０３は、分類器訓練ユニット３０２から訓練された構造分類器を受
け取ることができる。図３に示すように、構造分類ユニット３０３は、特徴抽出モジュー
ル３３１および分類モジュール３３２を含むことができる。構造分類ユニット３０３は、
医用画像データベース３０１、ネットワーク３０５およびユーザ３１３と通信するための
入力および出力インターフェース（図示せず）をさらに含むことができる。いくつかの実
施形態によれば、構造分類ユニット３０３は、解剖学的分類器訓練プロセスを実行するソ
フトウェアによって特別にプログラムされたハードウェア（例えば、図４に開示されるよ
うなもの）で実施されてもよい。
【００６８】
　［０６８］
　構造分類ユニット３０３は、医用画像データベース３０１と通信して、１つまたは複数
の現在の画像を受け取ることができる。現在の画像は、従来の画像と同じオブジェクトで
あってもよい。特徴抽出モジュール３３１は、特徴抽出モジュール３２２と同様のハード
ウェアおよびソフトウェア構造を有することができる。特徴抽出モジュール３３１は、医
用画像データベース３０１から受信した現在の各画像上の１つ以上の特徴を識別すること
ができる。特徴抽出モジュール３３１によって抽出された特徴は、特徴抽出モジュール３
２２によって訓練段階中に使用されたものと同じであってもよいし、類似していてもよい
。決定された特徴は、分類モジュール３３２に提供されてもよい。
【００６９】
　［０６９］
　分類モジュール３３２は、分類器訓練ユニット３０２から受け取った訓練された構造分
類器と、特徴抽出モジュール３３１から受け取った特徴とを使用して、それぞれの画像点
の構造ラベルを予測することができる。選択された全ての画像点が分類されると、分類モ
ジュール３３２は、セグメント化された画像を出力することができる。いくつかの実施形
態では、セグメント化された画像は、ユーザ３１３に表示されてもよく、および／または
さらなる治療用途のために治療計画／配信ソフトウェア１１５に提供されてもよい。いく
つかの実施形態では、セグメント化された画像は、医用画像データベース３０１に自動的
に格納され、事前画像になることができる。
【００７０】
　［０７０］
　ネットワーク３０５は、画像分割システム３００内の上記の構成要素のいずれかの間の
接続を提供することができる。例えば、ネットワーク３０５は、ローカルエリアネットワ
ーク（ＬＡＮ）、無線ネットワーク、クラウドコンピューティング環境（例えば、サービ
スとしてのソフトウェア、サービスとしてのプラットフォーム、サービスとしてのインフ
ラストラクチャ）、クライアント－サーバ、ワイドエリアネットワーク（ＷＡＮ）などを
含む。
【００７１】
　［０７１］
　図４は、本開示のいくつかの実施形態による例示的な医療画像処理装置４００を示す。
医用画像処理装置４００は、分類器訓練ユニット３０２、構造分類ユニット３０３、また
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はそれらの組み合わせの実施形態であってもよい。別の実施形態では、処理装置４００は
、
図２Ａ、図２Ｂに示される制御コンソール１１０または放射線治療装置２３０に一体化す
ることができる。いくつかの実施形態では、医用画像処理装置４００は、専用コンピュー
タまたは汎用コンピュータであってもよい。例えば、医用画像処理装置４００は、病院が
画像取得および画像処理タスクを処理するために構築されたカスタムコンピュータであっ
てもよい。
【００７２】
　［０７２］
　図４に示すように、医用画像処理装置４００は、プロセッサ４２１、メモリ４２２、デ
ータベース４２５、データ記憶装置４２６、入力／出力インターフェース４２７、ネット
ワークインターフェース４２８、およびディスプレイ４２９を含むことができる。処理装
置４００の構成要素は、バス（ＢＵＳ）を介して接続されてもよい。
【００７３】
　［０７３］
　プロセッサ４２１は、マイクロプロセッサ、中央処理装置（ＣＰＵ）、グラフィック処
理装置（ＧＰＵ）などのような１つまたは複数の汎用処理装置であってもよい。より詳細
には、プロセッサ４２１は、ＣＩＳＣ（Complex Instruction Set Computing）マイクロ
プロセッサ、ＲＩＳＣ（Reduced Instruction Set Computing）マイクロプロセッサ、Ｖ
ＬＩＷ（Very Long Instruction Word）マイクロプロセッサ、他の命令セットを実装する
プロセッサであってもよい。プロセッサ４２１は、特定用途向け集積回路（ＡＳＩＣ）、
フィールドプログラマブルゲートアレイ（ＦＰＧＡ）、デジタル信号プロセッサ（ＤＳＰ
）、システムオンチップ（ＳｏＣ）などの１つ以上の専用処理装置であってもよい。プロ
セッサ４２１は、メモリ４２２に通信可能に結合され、そこに格納されたコンピュータ実
行可能命令を実行するように構成されてもよい。
【００７４】
　［０７４］
　メモリ４２２は、例えば、読み出し専用メモリ（ＲＯＭ）、フラッシュメモリ、ランダ
ムアクセスメモリ（ＲＡＭ）、およびスタティックメモリを含むことができる。いくつか
の実施形態では、メモリ４２２は、１つまたは複数の画像処理プログラム４２３などのコ
ンピュータ実行可能命令、ならびに医療画像データ４２４などのコンピュータプログラム
を実行する間に使用または生成されるデータを格納することができる。プロセッサ４２１
は、画像処理プログラム４２３を実行して、解剖学的分類器訓練ユニット３０２および／
または構造分類ユニット３０３の機能を実装することができる。プロセッサ４２１は、メ
モリ４２２から医用画像データ４２４を送信／受信することもできる。例えば、プロセッ
サ４２１は、メモリ４２２に記憶されている先行する画像データまたは現在の画像データ
を受け取ることができる。プロセッサ４２１は、画像特徴および構造ラベルなどの中間デ
ータを生成し、それらをメモリ４２２に送ることもできる。
【００７５】
　［０７５］
　医用画像処理装置４００は、任意選択で、医用画像データベース３０１を含むかまたは
それと通信することができるデータベース４２５を含むことができる。データベース４２
５は、中央または分散方式で配置された複数のデバイスを含むことができる。プロセッサ
４２１は、データベース４２５と通信して、画像をメモリ４２２に読み出したり、メモリ
４２２から医用画像データ４２４にセグメント化された画像を記憶したりすることができ
る。
【００７６】
　［０７６］
　データ記憶装置４２６は、プロセッサ４２１によって実行される画像処理タスクに関連
するデータを記憶するために利用可能な追加の記憶装置であってもよい。いくつかの実施
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形態では、データ記憶装置４２６は、機械可読記憶媒体を含むことができる。一実施形態
では、機械可読記憶媒体は単一の媒体であってもよいが、「機械可読記憶媒体」という用
語は、１つまたは複数のコンピュータ実行可能命令またはデータのセットを格納する単一
の媒体または複数の媒体（例えば、集中型または分散型のデータベース、および／または
関連するキャッシュおよびサーバ）を含むものとされるべきである。「機械可読記憶媒体
」という用語は、機械による実行のための一連の命令を記憶または符号化することが可能
であり、機械に現在の方法のうちの１つ以上を実行させる任意の媒体を含むものとされる
べきである。したがって、「機械可読記憶媒体」という用語は、固体メモリ、光学媒体お
よび磁気媒体を含むが、これに限定されない。
【００７７】
　［０７７］
　入力／出力４２７は、医用画像処理装置４００によってデータが受信および／または送
信されるように構成することができる。入力／出力４２７は、処理装置４００がユーザま
たは他の機械および装置と通信することを可能にする１つまたは複数のデジタルおよび／
またはアナログ通信装置を含むことができる。例えば、入力／出力４２７は、ユーザ３１
２またはユーザ３１３が入力を提供するためのキーボードおよびマウスを含むことができ
る。
【００７８】
　［０７８］
　ネットワークインターフェース４２８は、ネットワークアダプタ、ケーブルコネクタ、
シリアルコネクタ、ＵＳＢコネクタ、パラレルコネクタ、ファイバ、ＵＳＢ３．０、サン
ダーボルトなどの高速データ伝送アダプタ、そのような無線ネットワークアダプタ無線Ｌ
ＡＮアダプタ、通信（３Ｇ、４Ｇ／ＬＴＥ等）アダプタ、などを含むことができる。医療
画像処理装置４００は、ネットワークインターフェース４２８を介してネットワーク３０
５に接続されてもよい。ディスプレイ４２９は、医用画像を表示するのに適した任意の表
示装置であってもよい。例えば、ディスプレイ４２９は、ＬＣＤ、ＣＲＴ、またはＬＥＤ
ディスプレイであってもよい。
【００７９】
　［０７９］
　いくつかの実施形態では、セグメント化された電流画像は、ディスプレイ４２８上のユ
ーザに表示されてもよい。いくつかの実施形態では、セグメント化された現在の画像は、
将来の医療用途のために治療計画／配信ソフトウェア１１５に提供され、および／または
将来の画像セグメント化タスクのために医療画像データベース３０１に格納される。
【００８０】
　［０８０］
　正確にセグメント化された画像、または解剖学的構造の明確に定義された輪郭は、セグ
メンテーション結果に依存する様々なアプリケーションにとって有益な場合がある。例え
ば、構造分類結果はまた、解剖学的構造のボリュームサイズの正確な推定を生成するのに
役立ち得る。膀胱などの特定の解剖学的構造については、治療のための変形場および線量
の最適化を計算する際には、容量の大きさが重要である。膀胱の例では、容積の大きさは
、異なる治療セッションで大きく変化し得る。したがって、そのサイズの正確な推定は、
膀胱周囲の相対的な位置または変形に関する重要な事前知識を提供し、ひいては変形場の
計算を助け、またはその場で線量分布を最適化するのに役立つ。
【００８１】
　［０８１］
　図５は、結合されたアトラスベースのセグメンテーションおよび統計的学習セグメンテ
ーションを使用する例示的な画像セグメンテーション方法５００を示すフローチャートで
ある。いくつかの実施形態では、方法５００は、分類器訓練ユニット３０２および構造分
類ユニット３０３などの画像セグメンテーションシステム３００のコンポーネントによっ
て実行されてもよい。方法５００は、空間的に隣接しかつ高度に相関する膀胱、前立腺、
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および直腸のような関心のある構造または関心のある構造のグループを同時にセグメント
化するために適用することができると考えられる。ＲＦ（ランダムフォレスト）法のよう
な様々な機械学習方法は、同時に複数の構造のセグメント化を処理することができる。マ
ルチ構造分類器モデルは、複数の構造が空間的に隣接し、したがって高度に相関している
場合に有益であり得る。
【００８２】
　［０８２］
　図５に示すように、ステップ５０１において、医用画像処理装置４００は、医用画像デ
ータベース３０１のようなデータベースから当初の日の医用画像Ｉ１を受信する。いくつ
かの実施形態では、医用画像Ｉ１は、１日目の患者の前日の医用画像を表す。
【００８３】
　［０８３］
　ステップ５０２において、医用画像処理装置４００は、１日目の画像Ｉ１から少なくと
も１つの特徴を識別する。少なくとも１つの特徴は、例えば、構造分類ユニット３０３の
特徴抽出モジュール３３２によって識別されてもよい。特徴は、構造分類器を訓練するた
めに使用されるのと同じタイプの特徴とすることができる。これについては、図６に関連
して以下でより詳細に説明する。畳み込みニューラルネットワークモデルのような機械学
習モデルを使用することを含む、様々な方法を用いて属性を計算する。
【００８４】
　［０８４］
　ステップ５０３において、１日目の画像Ｉ１は母集団訓練された分類器モデルＭ１によ
ってセグメント化される。例えば、１日目の画像は、患者集団からの訓練画像で訓練され
たランダムフォレストモデルＭ１によってセグメント化することができる。１日目の画像
Ｉ１は、母集団訓練されたＭ１によってセグメント化されて、例えば前立腺、膀胱、直腸
および／または他の臓器を表す構造ラベルマップＳ１を生成することができる。
【００８５】
　［０８５］
　ステップ５０４において、医用画像処理装置４００は、医用画像データベース３０１の
ようなデータベースからｊ日目の引き続く日の医用画像Ｉｊを受け取る。医用画像Ｉｊは
、同じ患者の２日目または引き続くｊ日目の医用画像（ただし、ｊ＝２，．．．．）を表
す。いくつかの実施形態では、初日の画像Ｉ１と引き続くｊ日目の医用画像Ｉｊは、同じ
患者の連続的な放射線治療セッション中に取得される。例えば、医用画像は、画像ガイド
放射線治療システム２００によって送達される連続的な治療療法セッション中に、画像取
得装置２２０によって取得されてもよい。
【００８６】
　［０８６］
　ステップ５０５において、前日の画像Ｉj-1（ただし、ｊ＝２，．．．．）と、ステッ
プ６０３からの対応する構造ラベルマップＳj-1とは、アトラスとして使用され、現在の
日の画像Ｉｊに登録されて、登録された画像Ｉj

(j-1)と、対応するアトラスベースのセグ
メンテーション構造ラベルマップＳj

(j-1)とを得る。例えば、Ｉ１、Ｓ１はアトラスとし
て使用され、Ｉ１を２日目の画像Ｉ２に変形可能に登録して、登録された画像Ｉ2

(1)と２
日目の構造ラベルマップＳ2

(1)とを得る。上付き文字はアトラス日数を指し、後のステッ
プ５０８で記載される全モデル分類Ｓｊから予備的セグメンテーション結果Ｓj

(j-1)を区
別するのに役立つ。
【００８７】
　［０８７］
　ステップ５０６において、分類器モデルＭtempは、画像Ｉj

(j-1)と、前のステップ５０
５で記載されたように得られる構造マップＳj

(j-1)上で訓練される。いくつかの実施形態
では、モデルは、図６に記載されて例示的な訓練方法に従って訓練されてもよい。例えば
、新たなランダムフォレストモデルＭtempは、集合Ｉj

(j-1)、Ｓj
(j-1)上で訓練されても
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よい。
【００８８】
　［０８８］
　ステップ５０７において、訓練された新しい分類器モデルＭtempは、前の日の分類器モ
デルＭj-1とマージされ、新しい分類器モデルＭｊを得る。モデルをマージするには、さ
まざまな方法を使用することができる。例えば、モデルパラメータは、モデルＭtempおよ
びモデルＭｊのモデルパラメータに基づいて決定されてもよい。
【００８９】
　［０８９］
　ステップ５０８において、結合モデルは、現在の日の画像Ｉｊをセグメントし、構造ラ
ベルマップＳｊを生成するのに用いられる。この構造ラベルマップＳｊは、モデルＭｊか
ら導出され、一方、構造ラベルマップＳj

(j-1)は、引き続く日のデータＩj-1、Ｓj-1を用
いたアトラスベースのセグメンテーションによって得られる。ステップ５０８の一部とし
て、ステップ５０２と同様に、特徴抽出をｊ番目の前の日の画像に対して行うことができ
る。
【００９０】
　［０９０］
　ステップ５０９において、本方法は、その患者の前の日のすべての画像が分類器モデル
を訓練するために使用されたかどうかを判定する。その患者の前の日の画像がより多く存
在する場合、医用画像処理装置４００は、ステップ５０４からステップ５０９を繰り返し
て、モデルＭｊ（ｊはｊ番目の治療日を表す）を訓練し、その後のすべての前日画像が処
理されるまで繰り返す。ステップ５１０において、現在の日の画像Ｉｊのセグメンテーシ
ョンが終了する。
【００９１】
　［０９１］
　任意のｊ番目の治療日のモデルＭｊは、登録された前の日の画像とその対応する構造ラ
ベルマップＩj

(j-1)、Ｓj
(j-1)の結合であるデータ上で分類器を訓練することによって得

られ、次式で記述される。
【００９２】
【数１】

【００９３】
　［０９２］
　訓練は複数のステージで行われ、ステージ毎に１日前に行われ、その結果、統計的学習
法が許すように、前の日のモデルと組み合わされたモデルＭtempとなる。
【００９４】
　［０９３］
　他の実施形態では、訓練データンサンブルは、アトラスベースのセグメンテーションか
ら導出された構造ラベルマップ以外の形態のラベルマップを含むことができる。例えば、
構造ラベルマップは、エキスパートプログラムまたは人間の専門家によって修正されたア
トラスベースのセグメンテーション構造とすることができる。
【００９５】
　［０９４］
　他の実施形態では、母集団に基づくモデルＭ１（ここでは、結果として得られるモデル
Ｍｊに含まれる）は、モデルＭ２からＭｊまで解離することができる。
【００９６】
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　［０９５］
　他の実施形態では、訓練データの構成は、各ｊ番目の治療日の訓練データが治療の開始
から蓄積され、順番にマージする連続する日の訓練モデルよりも累積された全ての訓練デ
ータからモデルが作成されるように変化し得る。これは、ランダムまたは決定ツリーとは
異なり、日々のデータ訓練された増分に簡単に分解されないモデルを有するニューラルネ
ットワークのような統計的学習方法に対応する。
【００９７】
　［０９６］
　いくつかの実施形態では、方法５００は、患者への放射線療法処置送達の前に実施され
てもよく、決定された構造ラベルマップＳｊは、治療計画／送達ソフトウェア１１５に提
供されてもよい。このセグメンテーション結果は、放射線治療計画を調整するために使用
され得る。この目的のために、セグメンテーション（方法５００）は、次の放射線療法治
療セッションの直前に、または次の放射線療法治療セッションの１日前に行うことができ
る。
【００９８】
　［０９７］
　図６は、アトラスを使用して構造分類器モデルを訓練するための例示的な訓練方法６０
０を示すフローチャートである。いくつかの実施形態では、方法６００を使用して図５の
ステップ５０６を実施することができる。いくつかの実施形態では、方法６００は、分類
器訓練ユニット３０２によって実行されてもよい。構造分類器モデルは、図５の分類器モ
デルＭｊのようなランダムフォレストモデルとすることができる。
【００９９】
　［０９８］
　図６に示されるように、ステップ６０１において、分類器訓練ユニット３０２は、訓練
画像および訓練画像の画像点が属する構造を示す対応する構造ラベルマップを含むアトラ
スを受け取る。いくつかの実施形態では、アトラスは、アトラスＩj

(j-1)、Ｓj
(j-1)のよ

うな登録アトラスであってもよい。
【０１００】
　［０９９］
　ステップ６０２において、特徴抽出モジュール３２２は、各訓練アトラスのマッピング
されたアトラス画像から複数の訓練サンプルを選択する。各訓練サンプルは、単一の画像
点または画像点のグループに対応することができる（そのような画像点のグループは、ス
ーパー画像点とも呼ばれる）。本開示によれば、マップされたアトラス画像からの訓練サ
ンプルは、マップされたアトラス画像上の画像点のすべてまたは一部を含むことができる
。画像点の一部のみが訓練に使用される場合、サンプル選択が実行されて、どの画像点が
使用されるかを決定することができる。例えば、訓練サンプルは、マップされたアトラス
画像全体にわたって完全にランダムに選択されるか、または関心のある構造の境界まであ
る距離内の領域から選択され得る。別の例として、標本選択は、より多くのサンプルがあ
いまいな領域、すなわち、異なるマップされたアトラスからの構造ラベルが完全に一致し
ない領域、または不一致があるレベル（例えば、１０個のマッピングされたアトラスのう
ち３個以上が、他のマッピングされたアトラスとは異なる決定を有するようなレベル）よ
りも大きい領域から選択され得るように、登録結果によりガイドされ得る。
【０１０１】
　［１００］
　ステップ６０３において、特徴抽出モジュール３２２は、画像点のための少なくとも１
つの画像特徴を決定する。様々なタイプの特徴、例えば、画像強度値、画像位置、画像勾
配および勾配の大きさ、画像のヘッセ行列（Hessian matrix）の固有値、エネルギー、エ
ントロピー、コントラスト、均質性などの画像テクスチャ測定値、および局所的共出現行
列、様々なサイズの局所画像パッチの相関のような画像テクスチャの測定値のような特徴
を抽出することができる。あるいは、属性または特徴は、機械学習モデルを使用して自動



(22) JP 2019-506208 A 2019.3.7

10

20

30

40

的かつ適応的に計算されてもよい。例えば、畳み込みニューラルネットワークモデルは、
サンプル画像から関連する特徴を抽出するように訓練されてもよく、事前に訓練されたモ
デルは、訓練サンプルに適用されて、属性を生成することができる。畳み込みニューラル
ネットワークは、典型的には、様々なサイズの特徴マップを生成するいくつかの畳み込み
レイヤーを他のレイヤーの中に含む。特徴マップは、入力画像（または入力画像の選択さ
れた部分）を特徴付ける一般的な特徴を含むので、分類結果をさらに改善するために構造
分類器の特徴として使用することができる。種々の畳み込みレイヤー（例えば、トップレ
イヤー、ミドルレイヤー、ローレイヤー）またはこれらのレイヤーから選択からの特徴を
用いることができる。いくつかの実施形態では、訓練アトラスが、機械学習アルゴリズム
によって使用されるアトラス画像点の属性を既に含む場合、属性の計算を省略することが
できる。
【０１０２】
　［１０１］
　ステップ６０４において、訓練モジュール３２３は、画像点の識別された画像特徴に基
づいて解剖学的分類モデルを生成するための学習アルゴリズムを適用する。機械学習アル
ゴリズムは、訓練データのセットを与えられた予測モデルを推定しようとする教師付き学
習アルゴリズムとすることができる。例えば、構造分類器を訓練するための機械学習アル
ゴリズムは、複数のクラス、すなわち１つの分類器を自然に扱うことができるランダムフ
ォレスト（ＲＦ）機械学習アルゴリズムとすることができる。ＲＦ分類器の出力は、入力
データがどのクラスに属するか、すなわち、対応する画像点がどの構造に属するかの確率
推定であり得る。ステップ６０５において、分類器訓練ユニット３０２は、すべての訓練
サンプルが処理済みであるかどうかをチェックする。そうである場合（ステップ６０５で
ＹＥＳである場合）、方法６００はステップ６０６に進み、分類器訓練ユニット３０２は
、例えば、方法５００のステップ５０７からステップ５０８によって使用されるように、
訓練された分類器モデルを出力する。そうでない場合（ステップ６０５でＮＯである場合
）、方法６００は次の訓練サンプルを処理するためにステップ６０１に戻る。
【０１０３】
　［１０２］
　方法５００および６００の代替の実施形態が考えられる。
【０１０４】
　［１０３］
　一実施形態では、登録された前日の画像は、訓練目的のために現在の日の画像に置き換
えられてもよい。したがって、訓練は次式のように記述することができる。
【０１０５】
【数２】

【０１０６】
　［１０４］
　別の実施形態では、例示的な画像セグメンテーションプロセスは、画像登録を利用する
ことなく、前日の画像およびエキスパート構造または輪郭Ｃを使用して後日の画像をセグ
メント化する。エキスパートの描画または編集された輪郭Ｃは、アトラスセグメンテーシ
ョン輪郭Ｓとは区別される（例えば、ＡＢＡＳ構造は専門家によって編集されている）。
治療日ｎにおけるデータＩｊ、Ｃｊの集合からのモデルＭｎの例示的な訓練プロセスは次
のように記述される。
【０１０７】
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【数３】

【０１０８】
　［１０５］
　別の実施形態では、例示的な画像セグメンテーションプロセスは、図５に開示される方
法５００を利用するが、前日のＡＢＡＳ構造Ｓをその日の専門構造Ｃに置き換える。プロ
セスが患者の前日の画像の最後の前日に達すると、この方法は前日のＡＢＡＳ構造を使用
する。モデルＲＦｎの例示的な訓練プロセスは次のように記述される。
【０１０９】
【数４】

【０１１０】
　［１０６］
　ＲＦ法以外の学習アルゴリズムも、上述した方法と同様の方法でＡＢＡＳセグメンテー
ションと組み合わせて使用することができる。例えば、分類器モデルは、畳み込みニュー
ラルネットワークモデルであってもよい。畳み込みニューラルネットワークは、入力画像
を出力構造ラベルマップに変換する別個のレイヤーのスタックを含むことができる。これ
らのレイヤーは、符号化ステージと復号化ステージの２つのステージを形成することがで
きる。レイヤーは、入力サイズ、出力サイズ、レイヤーの入力と出力の関係が異なる場合
がある。各レイヤーは、レイヤーのスタック内の１つ以上の上流レイヤーおよび下流レイ
ヤーに接続することができる。したがって、畳み込みニューラルネットワークの性能は、
レイヤーの数に依存することがあり、畳み込みニューラルネットワークの複雑さは、レイ
ヤーの数が増加するにつれて増加する可能性がある。畳み込みニューラルネットワークは
、非線形特徴変換の２つ以上の段階を有する場合には「深い」と見なすことができ、これ
は通常、ネットワーク内のレイヤーの数が特定の数を超えることを意味する。例えば、い
くつかの畳み込みニューラルネットワークは、約１０－３０レイヤー、または場合によっ
ては数百レイヤー以上を含み得る。畳み込みニューラルネットワークモデルの例には、Ａ
ｌｅｘＮｅｔ、ＶＧＧＮｅｔ、ＧｏｏｇＬｅＮｅｔ、ＲｅｓＮｅｔなどが含まれる。これ
らの畳み込みニューラルネットワークモデルは、完全畳み込みニューラルネットワークモ
デルの符号化段階で使用することができる。
【０１１１】
　［１０７］
　本開示は、上述の実施形態に限定されず、訓練データの組み合わせの他の実施形態が可
能である。たとえば、母集団の強調を解除したり、すべて一緒に削除したりするために、
モデルに重みを付けることができる。個々の日の画像および構造は、後でマージすること
ができる単一画像ＲＦモデルで訓練することができる。画像／構造について登録されたも
のの組と登録されていないものとの組の他の組み合わせも可能である。さらに、上述の外
観特徴に加えて、コンテキスト特徴を使用することができる。
【０１１２】
　［１０８］
　様々な動作または機能が、本明細書で説明され、ソフトウェアコードまたは命令として
実装または定義されてもよい。そのようなコンテンツは、直接実行可能形式（「オブジェ
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クト」または「実行可能」形式）、ソースコード、または差分コード（「デルタ」または
「パッチ」コード）であってもよい。本明細書に記載の実施形態のソフトウェア実装は、
コードまたは命令が格納された製品を介して、または通信インターフェースを介してデー
タを送信する通信インターフェースを操作する方法を介して提供されてもよい。機械また
はコンピュータ可読記憶媒体は、機械に説明された機能または動作を実行させることがで
き、機械によってアクセス可能な形式で情報を記憶する任意のメカニズム（例えば、コン
ピューティングデバイス、電子システムなど）、例えば、記録可能な／記録不可能な媒体
（例えば、読み出し専用メモリ（ＲＯＭ）、ランダムアクセスメモリ（ＲＡＭ）、磁気デ
ィスク記憶媒体、光記憶媒体、フラッシュメモリデバイスなど）のようなものを含むが、
これらに限定されない。通信インターフェースは、ハードワイヤード、ワイヤレス、光学
などのいずれかとインターフェースする任意のメカニズムや、メモリバスインターフェー
ス、プロセッサバスインターフェース、インターネット接続、ディスクコントローラ、等
のような、他のデバイスに通信するメデイアを含む。通信インターフェースは、ソフトウ
ェアインターフェースを記述するデータ信号を提供するために、通信インターフェースを
準備するための構成パラメータおよび／または送信信号を提供することによって構成する
ことができる。通信インターフェースは、通信インターフェースに送信される１つまたは
複数のコマンドまたは信号を介してアクセスすることができる。
【０１１３】
　［１０９］
　本開示は、本明細書の動作を実行するためのシステムにも関する。このシステムは、必
要な目的のために特別に構成することができ、またはコンピュータに格納されたコンピュ
ータプログラムによって選択的に起動または再構成された汎用コンピュータを含むことが
できる。このようなコンピュータプログラムは、限定はしないが、フロッピーディスク、
光ディスク、ＣＤＲＯＭ、および光磁気ディスク、読み出し専用メモリ（ＲＯＭ）、ラン
ダムアクセルメモリ（ＲＡＭ）、ＥＰＲＯＭ、ＥＥＰＲＯＭ、磁気または光カード、また
はコンピュータシステムバスにそれぞれ結合された電子命令を格納するのに適した任意の
タイプの媒体に格納することができる。
【０１１４】
　［１１０］
　本明細書に例示され説明された本開示の実施形態における動作の実行または実行の順序
は、特に明記しない限り、本質的ではない。すなわち、動作は、他に特定されない限り、
任意の順序で実行されてもよく、本開示の実施形態は、本明細書に開示された動作よりも
多い、または少ない動作を含み得る。例えば、別の操作の前、同時または後に特定の操作
を実行または実行することは、本開示の態様の範囲内にあると考えられる。
【０１１５】
　［１１１］
　本開示の実施形態は、コンピュータ実行可能命令で実装することができる。コンピュー
タ実行可能命令は、１つまたは複数のコンピュータ実行可能コンポーネントまたはモジュ
ールに編成することができる。本開示の態様は、そのような構成要素またはモジュールの
任意の数および構成で実施することができる。例えば、本開示の態様は、特定のコンピュ
ータ実行可能命令、または図に示され、本明細書で説明される特定のコンポーネントまた
はモジュールに限定されない。本開示の他の実施形態は、異なるコンピュータ実行可能命
令または本明細書に図示および記載されている機能よりも多いまたは少ない機能を有する
コンポーネントを含むことができる。
【０１１６】
　［１１２］
　本開示の態様またはその実施形態の要素を導入する場合、冠詞「ａ」、「ａｎ」、「ｔ
ｈｅ」および「ｓａｉｄ」は、１つまたは複数の要素が存在することを意味することが意
図される。「備える（comprising）」、「含む（containing）」、および「有する（havi
ng）」という用語は、包括的であり、列挙された要素以外の追加の要素が存在し得ること
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を意味することが意図される。
【０１１７】
　［１１３］
　本開示の態様を詳細に記載してきたが、添付の特許請求の範囲に規定された本開示の態
様の範囲から逸脱することなく、改変および変更が可能であることは明らかであろう。本
開示の態様の範囲から逸脱することなく、上記の構成、製品、および方法において様々な
変更を行うことができるので、上記の説明に含まれ、添付の図面に示されるすべての事項
は、例示として解釈されるべきであり、限定的な意味ではない。
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